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Abstract:  

Objective: We evaluate the performance of a Natural 
Language Processing (NLP) application designed to 
extract follow-up provider information from free-text 
discharge summaries at two hospitals. Evaluation: 
We compare performance by the NLP application, 
called the Regenstrief EXtracion tool (REX), to 
performance by three physician reviewers at 
extracting follow-up provider names, phone/fax 
numbers and location information. Precision, recall, 
and F-measures are reported, with 95% CI for pair-
wise comparisons. Results: Of 556 summaries with 
follow-up information, REX performed as follows in 
precision, recall, F-measure respectively: Provider 
Name 0.96, 0.92, 0.94; Phone/Fax 0.99, 0.92, 0.96; 
Location 0.83, 0.82, 0.82.  REX was as good as all 
physician-reviewers in identifying follow-up provider 
names and phone/fax numbers, and slightly inferior 
to two physicians at identifying location information. 
REX took about four seconds (vs. 3-5 minutes for 
physician-reviewers) to extract follow-up 
information. Conclusion: A NLP program had 
physician-like performance at extracting provider 
follow-up information from discharge summaries. 

Introduction: 
The transition of care from the inpatient to outpatient 
setting is one of major patient safety concern.(1)  
Studies show that an alarming number of medical 
errors occur during this transition, and that these 
errors are largely a result of ‘fumbled handoffs’ 
between providers and institutions.(2-4) In fact, these 
errors are more likely to occur when there is need to 
contact the outpatient follow-up providers long after 
the patient is discharged from the hospital – as is 
often the case with test results returning after hospital 
discharge that require a change in patient 
management.(5) 
 
The process for identifying the follow-up providers 
needs to be straightforward and efficient.  
Unfortunately, this is often not the case.  In many 
cases, information about follow-up providers exists 
only within the patient’s hospital discharge summary 
- the information is typically spread out in several 
areas within the summary, and is usually documented 

in an unstructured free-text format.  To get to this 
follow-up information, busy providers have to 
manually peruse through most of the discharge 
summary.  This is time-consuming, and the process 
has to be repeated every time this information is 
needed for a different patient.  The coded follow-up 
information is also needed by several systems, 
including those that deliver discharge summaries to 
the follow-up providers and those used for healthcare 
quality measures.  
 
Approaches are needed to efficiently extract follow-
up provider information from free-text discharge 
summaries, and to accurately code this information 
into a database for easy referral and queries. Natural 
language processing (NLP) has been proven effective 
in extracting relevant clinical data from text 
reports.(6)   NLP systems have been used to extract 
clinical data from discharge summaries, including 
diseases,(7) adverse event data (8), as well as 
smoking status and obesity co-morbidities.(9-10) 
 
We hypothesized that NLP could be used to identify, 
extract, and categorize follow-up provider 
information from free-text discharge summaries.  In 
this paper, we describe an advanced NLP technique 
that automates the process of extracting and 
classifying follow-up provider information from free-
text discharge summaries.  We also report on an 
evaluation of the accuracy of this NLP system in 
extracting follow-up information from discharge 
summaries from two hospitals.  The primary outcome 
was accuracy of the NLP system at extracting follow-
up provider names when compared to physician 
reviewers.   Secondary outcomes were accuracy of 
the system at extracting follow-up phone/fax 
numbers, and follow-up location information.   
 
Methods: 
Setting 
We performed this study at two large urban 
Midwestern hospitals (Hospital A and B).  Hospital A 
is served by a comprehensive electronic health record 
system (EHRs) and discharge summaries are entered 
electronically as free-text within the EHRs.  Hospital 
B also has an EHRs, but discharge summaries at this 



  

institution are dictated and later transcribed as free-
text into an electronic format.   
 
NLP System 
We used the Regenstrief EXtraction tool (REX) to 
process patient discharge summary reports.  REX is a 
NLP software tool developed at the Regenstrief 
Institute in Indianapolis, IN.  Briefly, REX is a rule-
based NLP system written in Java that has 
successfully extracted patient data and concepts from 
microbiology reports, admission notes, and radiology 
reports.(11-13) The impetus for its development was 
the need by Regenstrief researchers for accurate NLP 
technology that did not take weeks to train and 
develop.  As such, REX is not designed to identify 
every patient concept present in a report; instead, its 
main use and function is the rapid deployment of 
NLP technology for specific, targeted NLP tasks.  It 
allows a user to quickly enhance and/or customize 
the NLP algorithms for particular use cases through 
modification of a knowledge-base external to the 
REX program itself.  These changes can be made 
using a simple word processor.  No programming 
experience is necessary since no modifications of 
REX code are required, although some knowledge of 
regular expressions is needed.  
 
REX processes medical reports through three main 
modules.  The “structure module” analyzes the 
format and structure of the report to identify report 
header information and titled sections of the report, 
e.g. chief complaint, history of present illness, 
physical exam, and family history. It also parses the 
text into individual sentences and each sentence into 
individual words.  The “concept module” of REX 
searches each sentence for words or phrases that 
signal the likely presence of a target finding or 
concept.  REX uses a series of regular expressions 
and algorithmic rules to detect these concept 
words/phrases.  The “context module” determines the 
context that the targeted concept occurs in. REX does 
this by using methods similar to those used in the 
concept detection phase i.e. by utilizing a series of 
regular expressions and algorithmic rules.  An 
important aspect of this module is the examination by 
REX of a ‘window’ of words surrounding the 
concept phrase to determine context such as positive, 
negative, and historical.  These windows of words 
can vary in length depending on type of report and 
sentence structure, (conjunctions and/or commas in 
the sentence can increase window size) but generally 
average 12 words (6 before the concept phrase and 6 
after the concept phrase).  We chose this design 
because it closely mimics how humans determine the 
meaning of freeform text. 
 

Modifying REX to Extract Follow-Up Information 
For this project, we added data extraction capabilities 
to REX. In previous projects, REX simply identified 
if a report contained mentions of a specific concept 
(such as heart failure or MRSA) and if the concept 
was found, REX determined the context (positive, 
negative, historical, etc) of that concept.(11-13) In 
this project, we needed REX to not only identify 
phrases indicating a concept, but also extract specific 
classes of information from the reports – i.e. provider 
names, phone/fax numbers and location information.  
Because REX did not have data extraction 
capabilities, we added this functionality to the core 
code of REX.  Figure 1 displays a flow diagram for 
how the enhanced REX NLP program processes 
discharge summaries to extract follow-up 
information. 
 

 
 
The first step in extracting follow-up provider 
information involved identifying the words and 
phrases clinicians typically use when referring to 
patient follow-up in discharge summaries.  To do 
this, we randomly collected a training set of 100 
discharge summaries from Hospital A and 372 
discharge summaries from Hospital B prepared 
between July and September, 2007.  We manually 
reviewed 90 of these to discover common follow-up 
words and phrases.  Upon review of the reports, we 
discovered that follow-up information could be found 
in highly variable locations within each summary, 
and that REX would not be able to exploit section 
header information to identify where this information 
was located.  In essence, REX needed to process the 

Figure 1: Processing of discharge summaries by REX  
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entire summary, rather than focus on a specific 
section of it.  
 
Once the portion of the discharge summary with 
reference to patient follow-up was found, we needed 
to identify and extract pertinent follow-up data. To 
perform this task, we developed algorithms and 
created 20 regular expressions to extract the three 
classes of follow-up data of interest, namely: (1) 
Provider name; (2) Provider phone/fax #; and (3) 
Provider clinic location/addresses.  
 
Through review of our training set, we discovered 
that the specific follow-up information of interest was 
generally found within +/- 3 sentences of the 
sentence containing the follow-up phrase. We 
programmed REX to identify this group of sentences 
and used it as the ‘sentence window’ from which to 
extract the three classes of follow-up data.  The 
extracted follow-up information was output into a 
tab-delimited ASCII text file suitable for importing 
into a database or spreadsheet.   
 
Evaluation 
After modifying REX using the training set, we 
applied it to our test set, which consisted of 717 
discharge summaries (333 summaries from Hospital 
A and 384 from Hospital B).  Discharge summaries 
in the test set belonged to adult patients discharged 
from the two hospitals in January and February of 
2009.  The set had been randomly-selected from a 
sample of patients identified (through queries of the 
EHRs) as having test results returning after hospital 
discharge – as such, there was need to identify the 
follow-up provider(s) to whom results should be 
communicated.   
  
To determine accuracy of the NLP program at 
extracting follow-up provider information from 
discharge summaries, we compared it to information 
abstracted from the same discharge summaries 
through manual reviews.  Each discharge summary in 
the test set was reviewed by two of three physician 
investigators (MCW, JC, SG).  Two of the reviewers 
(MCW, SG) were board-certified Internal Medicine 
physicians and the other one (JC) was a 3rd-year 
resident in Internal Medicine.  Reviewers 
independently abstracted the names for follow-up 
providers, the relevant follow-up phone and fax 
numbers, and names and addresses of the follow-up 
clinic locations.  If there were disagreements between 
the reviewers on whether a particular piece of follow-
up information was mentioned, the reviewers 
discussed the case to achieve consensus.  To create 
the ‘gold standard’ we used consensus information by 
human reviewers, and added any correct additional 

information that was only found by REX and not by 
human reviewers. This additional information was 
only included after thorough reviews by two 
investigators (MCW, JF) to confirm actual presence 
of the information in the discharge summaries. The 
study was approved by the institutional review board 
at Indiana University School of Medicine 
 
Analysis 
We calculated three standard measures - precision 
(positive predictive value), recall (sensitivity) and F-
measure (giving equal weight to precision and recall 
i.e. !=1) to describe performance of human reviewers 
and REX at extracting follow-up provider 
information (i.e. provider names, phone/fax, and 
location/address)(Table 1).  
 
Table 1: Measures to determine accuracy of NLP program 

Measurement Formula 
Precision TP/(TP+FP) 

 
Recall TP/(TP+FN) 

 F-measure (!2+1)P.R/( !2P)+R    or     2(P.R)/(P+R) 
 TP = True Positive; FP = False Positive;  FN = False Negative;  

P = precision  R = Recall    !  = 1 

 
The gold standard was used to determine if extracted 
information by the physician reviewers or by the 
NLP program were correct or incorrect.  Our 
evaluation by nature could not categorize any 
concepts as true negatives (concept absent or 
‘negated’ in document and not found by reviewers or 
NLP) as we had no way of knowing what follow-up 
information was missing from the discharge 
summaries. In addition, follow-up phrases that are 
negated (i.e. “patient will not follow-up with Dr. 
Smith”) are not typically encountered in discharge 
summaries.  As such, specificity could not be 
reported.  
 
All measures are reported with a 95% confidence 
interval (CI) at an alpha of 5% (p<0.05).  When pair-
wise comparisons of CIs do not overlap, the 
difference in the measures is statistically significant. 
 
Results:  
A total of 161 (23%) of the reviewed summaries - 89 
(27%) from Hospital A and 72 (19%) from Hospital 
B - did not have any follow-up information 
mentioned.  The remaining 556 summaries were 
analyzed for this study.  Table 2 presents the 
accuracy measures (with the respective 95% CI) for 
each reviewer and for the NLP program.   When 
identifying follow-up provider names, the NLP 
program’s precision was the same as MD3 but 



  

slightly inferior to MD1 and 2.  NLP had the same 
recall and F-measure as all physician reviewers for  
this concept.  

The NLP program had the same precision as the 
providers at identifying phone information, but had 
better recall and F-measure than MD2 and MD3.  
However, for identifying location information, the 
NLP program performed lower on all measures 
compared to MD2, and also lower on precision and 
F-measure compared to MD1.  It however 
outperformed MD3 on recall and F-measure, and had 
the same precision as this reviewer. 

Performance of the NLP program at the two 
institutions was the same on all measures when 
identifying provider and phone/fax information.  The 
F-measure however was statistically different when 
identifying location information - 0.77 (CI:0.70-0.84) 
compared to 0.89 (CI: 0.84-0.95).  Precision and 
recall were not statistically different between the two 
institutions.  As is evident from Table 2, there was 

variable performance between the human reviewers 
across several measures in the three categories of 
extracted information. 

It took about 3-5 minutes for a human reviewer to go 
through the summary, while it took about 4 seconds 
for REX to extract data from each summary. 

Discussion 
We present the use of an NLP program to identify, 
extract, and categorize follow-up provider 
information from free-text discharge summaries. In 
2010, Ruud et al used SAS® Text Miner software to 
extract follow-up information from discharge 
summaries.(14) Compared to the Ruud study, we 
achieved similar to but slightly more accurate results. 
Interestingly, and perhaps not surprisingly, both 
studies revealed that location was the most difficult 
category (~83% accuracy) for NLP to extract. Our 
NLP program had physician-like performance at 
extracting follow-up provider names and phone 
numbers on all measures, and had better recall than 
one provider.  In identifying follow-up provider 
names and numbers, our program performed above 
92% on all measures. 
 
Performance of the NLP program was slightly lower 
than two of the reviewers when it came to extracting 
information about the location for follow-up, even 
though it performed better on recall and F-measure 
than the third reviewer.  Manual reviews of errors 
related to location information revealed that the 
multitude of ways in which location information is 
 recorded in summaries were not fully represented in 
our pattern-matching approach.  We also observed 
that false positives could sometimes be attributed to 
our three sentence window before and after the 
concept of interest.  Luckily, the evaluated discharge 
summaries, unlike regular notes, were decent at 
following grammatical rules, and this reduced the 
problem experienced in other studies where notes 
disregarded many grammatical conventions.(15) 
 
One big advantage of our NLP program compared to 
humans was the speed with which it was able to 
perform the data extractions.  Further, it was able to 
code the derived data into columns appropriate for 
easy queries.  We did not observe much variability in 
performance by the NLP program between the two 
institutions across almost all the measures (except for 
the F-measure to identifying location information).  
This suggests the potential generalizability of our tool 
across institutions. Of note, there are significant 
differences between reviewers on several of the 

Table 2: Performance Measures of NLP and Human Reviewers 

 Precision Recall F-Measure 
Provider    

MD1 1.00 
(0.99 – 1.0) 

0.93 
(0.91 - 0.95) 

0.96 
(0.96 - 0.97) 

MD2 1.00 
(0.99 – 1.0) 

0.91 
(0.87 - 0.94) 

0.95 
(0.94 – 0.97) 

MD3 0.99 
(0.97 – 1.0) 

0.89 
(0.86 - 0.92) 

0.94 
(0.92 - 0.95) 

NLP 0.96 
(0.95 - 0.97) 

0.92 
(0.90 - 0.94) 

0.94 
(0.93 - 0.95) 

Phone/Fax  

MD1 0.99 
(0.97 – 1.0) 

0.91 
(0.87 - 0.94) 

0.95 
(0.93 - 0.97) 

MD2 1.00 
(0.96 – 1.0) 

0.79 
(0.71 - 0.87) 

0.89 
(0.84 - 0.93) 

MD3 1.00 
(0.97 – 1.0) 

0.75 
(0.68 - 0.81) 

0.86 
(0.81 – 0.90) 

NLP 0.99 
(0.97 – 1.0) 

0.92 
(0.89 - 0.95) 

0.96 
(0.94 - 0.97) 

Location  

MD1 0.99 
(0.96 – 1.0) 

0.91 
(0.84 - 0.95) 

0.95 
(0.92 - 0.98) 

MD2 1.00 
(0.94 – 1) 

0.95 
(0.89 - 0.99) 

0.97 
(0.94 - 1.0) 

MD3 0.97 
(0.83 – 1.0) 

0.36 
(0.26 - 0.47) 

0.52 
(0.41 - 0.63) 

NLP 0.83 
(0.76 - 0.89) 

0.82 
(0.74 - 0.88) 

0.82 
(0.77 - 0.87) 

MD1, MD2, and MD3 represent the human reviewers.  
NLP represents the natural language processing program REX.  
NOTE: 95% Confidence Intervals (95% CI) are shown in parenthesis. 
           We used an alpha=5% (p<0.05). When pairwise comparisons of   
           CIs don’t overlap, the difference is statistically significant. 



  

measures, and this signifies that relative to some 
reviewers, the NLP tool could actually be better. 
 
Some limitations of this study deserve mention.  The 
study was done at only two institutions and on 
summaries from one type of clinical team – as such, 
the system’s performance might not be as good 
across institutions or teams.  Our human reviewers 
were not blinded, but we made sure that 
disagreements were adjudicated, and that developers 
of the NLP system were not involved in any of the 
chart reviews.  It also required about thirty hours of 
programming to modify and enhance REX to perform 
the current tasks. 
 
We plan to further refine REX to especially improve 
its ability to extract information about follow-up 
locations.  We will also evaluate the performance of 
the tool using summaries from services other than the 
medicine teams.  In the future, we will make the NLP 
tool available to users to help automate look-up and 
extraction of follow-up provider information from 
discharge summaries.  Eventually, we plan to 
augment the extracted information through queries 
against administrative databases.  This will enable us 
to add additional follow-up details not documented in 
discharge summaries. 
 
Conclusion 
A natural language processing tool successfully 
extracted and classified follow-up information about 
providers, phone/fax numbers, and locations that 
were contained in free-text discharge summaries.  It 
also performed this function many times faster than 
human reviewers. 
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